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https://semiengineering.com/the-future-of-gpus/
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SELECTING THE RIGHT GPU SOLUTION

ML Enthusiast

PC solution, easy to
acquire, deploy and get
started experimenting

48GB

2-way
NVLINK

Machine Learning Developer
Data Science Workstations

Enterprise workstation for
experienced data
scientists

64GB

2-way
NVLINK

Enterprise ML
workgroups, largest
memory on a workstation

128GB

4-way
NVLINK

Data Center Machine Learning
Shared infrastructure for Data Science Teams

AT

Enterprise server, proven
8-way configuration,
modular approach for
scale, multi-node training

256GB

8-way
NVLINK

P

Largest compute and
memory capacity in single
node, fastest training
solution

512GB

16-way
NVSWITCH

™




NVIDIA CUDA-X Al ECOSYSTEM

FRAMEWORKS CLOUD DEPLOYMENT
@xnet 44 PaddlePaddle civa . RH Microsoft

Azure Machine Learning

O PyTorch .@ T TensorFlow # databricles

DL TRAIN

CUDA-X Al
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ZX Spectrum
and VIC 20

M Hi-Resolution Graphics
M Sensational Sound Effects
W Authentic Arcade Action
W Machine Code Thrills m

H---F---E----
Mo e"R.

ANY GAME JUST
cluding, VAT
ck

& “av i‘,‘?“ X NO
£ QUI PLACEMENT
= GUARANTEE

|
SPECTRUM GAMES :

|

|

ol

ECIAL OFFER ~ SAVE ON TWO
FREEPOST MANCHESTER M3 8BB

VE £2.00 ON ANY TWO GAMES - PAY ONLY £9.00
INSTANT CREDIT CARD SALES
LINE (24 HOURS)

061-832 9143
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Al == CODE

class LeNet(nn.Module):

def forward(self, x):

out
out
out
out
out
out

F.relu(self.convl(x))
F.relu(self.conv2(out))
out.view(out.size(0), -1)
F.relu(self.fcl(out))
F.relu(self.fc2(out))
self.fc3(out)

return out

OUTPUT

DENSE LAYER

DENSE LAYER

DENSE LAYER

FLATTEN LAYER

CONVOLUTION LAYER

CONVOLUTION LAYER




Definitions

ARTIFICIAL
INTELLIGENCE

MACHINE
LEARNING

DEEP

| LEARNING
> (>
PN m NN

1950's 1960’s 1970’s 1980’'s 1990’s 2000's




NETWORK COMPLEXITY IS EXPLODING

Petaflop/s-day (Training)

1000
® GPT2
100
Neural Architecture Search
10
GNMT
Xception ® BERT
® WaveGlow
®
1 WaveNet-Tacotron ® Jasper
Wave?2l etter
0.1 ResNets
GoogleNet
0.01
Visualizing and Understanding
Conv Nets
0.001
2012 2013 2014 2015 2016 2017 2018 2019

Source: OpenAl and NVIDIA for image, speech and NLP models

2020



NVIDIA RESEARCH

CuDNN

itch

NVSw

RTX

Progressive GAN

ising

Noise-to-Noise Deno

Image



NVIDIA ROBOTICS
RESEARCH LAB SEATTLE

Drive breakthrough robotics research
to enable the next-generation of
robots that safely work alongside
humans, transforming industries such
as manufacturing, logistics,
healthcare, and more



DexPilot: Depth-Based Teleoperation of
Dexterous Robotic Hand-Arm System

Ankur Handa*', Karl Van Wyk*?, Wei Yang', Jacky Liang*, Yu-Wei Chao',
Qian Wan', Stan Birchfield®, Nathan Ratlifff, Dieter Fox'
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THE RISE OF GPU COMPUTING

Big Data Needs Algorithms and Compute That Scales

END OF MOORE’S LAW

107 GPU-Computing perf
1.5X per year

105 1.1X per year

103 ®
e ® 1.5X per year

o °*
Single-threaded perf

1980 1990 2000 2010 2020

Original data up to the year 2010 collected and plotted by M. Horowitz,
F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten New plot and data collected for 2010-2015 by K. Rupp

CPU vs. GPU

<A NVIDIA.



BUILDING AN Al MODEL

DATA FEATURES Al MODEL DEPLOYMENT

DATA MACHINE MODEL

—_— —_— —_—

ANALYTICS LEARNING VALIDATION

NEW DATA




BUILDING AN Al PRODUCT

PLAN

ANVIVNSES

Al MODEL
VALIDATION

DATA MACHINE

— WNVNNS= —

SENSORS Al MODEL ACTUATORS

’ ANALYTICS LEARNING
DATA

PERCEIVE REASON




HARNESSING

Step I: Build a data fabric for your organization
Step II: Define your objective

Step Ill: Hire the right talent

Step IV: Identify key processes to augment with Al
Step V: Create a sandbox lab environment

Step VI: Operationalize successful pilots

Step VII: Scale up for enterprise-wide adoption

Step VIII: Drive cultural change

NVIDIA.



0/pdf/1909.133


https://arxiv.org/pdf/1909.13371.pdf

MIND

’:O U N D QY Designing and building state-of-art Automated Machine
Learning software and services for real world problems

Background Vision

Spin out from the University of Oxford  Build services and software that
Automate the Data Science
lifecycle

Combining leading edge machine

learning research with advanced
software engineering Services which understand the ﬁ /” 080, 7o)
entanglement, uncertainty, é ".l‘ ‘_

Working with leading companies to

deliver insight & quantifiable benefits complexity and power of machine

|earﬂing Performance Condition Digital Alert
Setting benchmarks for 3 new wave Gf Optimisation Monitoring Twin Management

) : Services that are evergreen and
machine learning

quantum ready

Ingasts, Intelligenthy Automatically

Heans : creates ML deploys and ——N _ /
e [ -~ | | B=0~E=@
feature SErvices, I — — W —

engineers accommodating I Sl ok S S
SYSTEMS OF RECORD :

even dirty uncertainty,
data hardware & time
Mind Foundry Automated Data Scientist (AuDaS) Mind Foundry, www.mindfoundry.ai

constraints




Representation Learning

compressed image code
(vector z)
4

OO0 0O

©]ele]eIe]ele] 16]e

O
@
o
4
O
O
@
O
@
O

Image
image

%\J “Autoencoder”
g&- @(BAIR Slide by Alexei A Efros [e.g., Hinton & Salakhutdinov, Science 2006]

BERKELEY ARTIFICIAL INTELLIGENCE RESEARCH ~ Aug 2017, NVIDIA



Find f, givenx and y outputs

0

Su pe rVised High dimensiona&@ !
Hi_erjarchical

Deep Millions of parameters 0

Learning
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TRAINING VS INFERENCE

forward “car”
?
<«
backward error
1 forward
’ “'Car”
) == /Smaller,
varied N

INFERENCE 29 <ANVIDIA.



Types of ML/DL

Structure Image
Discovery Classification

Meaningful
Compression

Customer Retention

Big data Dimensicnality Feature Idenity Fraud

isualistai ; Classification Diagnostics
Visualistaion Reduction Elicitation Detection

Advertising Popularity
Prediction

Learning Learning Weather

Forecasting
[ ]
M ac h I n e Population

Growth
Prediction

Recommender Unsupervised SUPGersed

Systems

Clustering Regression
Targetted

Marketing Market

Forecasting

Customer

Segmentation L e a r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning
Robot Navigation Skill Acquisition

Learning Tasks



ARCHITECTURES

Neural Networks .........

B2016 Flodor van Veen - asimovinstitute.org

Perceptron (F) Feed Forward (FF)  Radial Basis Network (REF)

et St

Long / Shart Term Memary (LSTM)  Gated Recurrent Unit (GRU)
- (Y () [

Recurrent Neural Network (RNM)
[

9.9
LRI

..
I?%:?h;ﬁ :‘! l""\ J“ "\ l'"‘\ J"\
. o ",
t.!,ﬂiﬂ!!r‘. t.!r.t.!:ﬂ tﬁﬁr‘.‘.@

Auto Encoder [AE) Variational AE (VAE) Denoising AE (DAE) Sparse AE (SAE)

Larger image: http://www.asimovinstitute.org/neural-network-zoo/



oA Ad{‘ma\- . - ape
?ﬁlledd?senc; & e Buuldlpg Artificial
Intelligence We Can Trust

; 1 G
'ED\'Q\{ '\I";\HEUD

IAN ui - drbag=r
4 ERNEST DAVIS

www.Robust.ali

Gray Marcus, Rodney Brooks, Steven Pinker et al

<A NVIDIA.



http://www.robust.ai/

Paired Open-Ended Trailblazer (POET): Endlessly
Generating Increasingly Complex and Diverse
Learning Environments and Their Solutions

Rui Wang Joel Lehman Jeff Clune® Kenneth 0. Stanley#®
Uber Al Labs
San Francisco, CA 94103
ruivang, joel.lehman, jeffclune,kstanley@uber.com
#co-senior authors

Abstract

While the history of machine learning so far encompasses a series of problems
posed by researchers and algorithms that learn their solutions, an important question
is whether the problems themselves can be generated by the algorithm at the same
time as they are being solved. Such a process would in effect build its own diverse
and expanding curricula, and the solutions to problems at various stages would
become stepping stones towards solving even more challenging problems later in
the process. The Paired Open-Ended Trailblazer (POET) algorithm introduced in
this paper does just that: it pairs the generation of environmental challenges and
the optimization of agents to solve those challenges. It simultaneously explores
many different paths through the space of possible problems and solutions and,
critically. allows these stepping-stone solutions to transfer between problems if
better, catalyzing innovation. The term open-ended signifies the intriguing potential
for algorithms like POET to continue to create novel and increasingly complex
capabilities without bound. We test POET in a 2-D bipedal-walking obstacle-course
domain in which POET can modify the types of challenges and their difficulty. At
the same time. a neural network controlling a biped walker is optimized for each
environment. The results show that POET produces a diverse range of sophisticated
behaviors that solve a wide range of environmental challenges, many of which
cannot be solved by direct optimization alone, or even through a direct, single-path
curriculum-based control algorithm introduced to highlight the critical role of
open-endedness in solving ambitious challenges. The ability to transfer solutions
from one environment to another proves essential to unlocking the full potential
of the system as a whole, demonstrating the unpredictable nature of fortuitous
stepping stones. We hope that POET will inspire a new push towards open-ended
discovery across many domains, where algorithms like POET can blaze a trail
through their interesting possible manifestations and solutions.

[cs.NE| 9 Jan 2019

Iv2

::"r

1901.017

arxiy

33 NVIDIA.




REINFORCEMENT LEARNING
“from our own mistakes”



P [M] v"i’
r_h-q-uq!H e |

&y N ey
ik “Collect Mi‘nerals and<f % . s

o .-. - '-l.
..w....-. e ¢
A §
! o

el ‘“
S i :?;'u- % e -
E ) iy
’.' : "'. ; . e ;
f ;5:'2,-' g

/ L

e
- # vl
g i"‘

; 4 EESE
- o T Ly

B el 4 . -H'J £

= wasdiy L i P e i

et A | L I e = > ‘* f

=
— = -w..._. == W

by e bt | 1.

s i :th.%_:' P I 4 El_ =
: Tl & | e e a0 ¥ b T
& ! = lI -

et s

— Pulmririar A nl E

L g

I| Ef 1 Ay e '-'l romaad L ARk

O &

St _dl— Ddﬂh-\._

“-;ﬂ -j 'L‘ v M
™

[- e
““Collect Mineral

- - _ba aRX7.
e )

Shards

+100 @ .
; oy
. ; A3
- ;

;
X ] \.-' y
; 7 i
ol Ry e
. b LA =
L "
o -
: B A .
Sh - — - = -
: . e gy - Ly -E-EAL-EE AT LT ]
b rho -
- - i a
LI - + .l‘ =11z = ~
g 1] E] "
L =
f. A rad T
>
P I




DEEPMIND ALPHA*

ALPHAGO

++:00:00:50

O
D3
SO
@) O

o0
At last — a computer program that
can beat a champion Go player PAGE 484 A | p h a G O
ALL SYSTEMS GO

* .a deeply structured hybrid (Gary Marcus, Jan 2018)

36 NVIDIA.



SENSE /
PERCEIVE

THINK /
REASON




RL CMU Humanoid
Rigid Terrain

RL Full Humanoid
RL Ant

RL Atlas Flagrun

RL Fetch - Rigid

RL Fetch - Rope
RL Fetch - Cloth

Global
Emit particles

® Pause

EHE T

® Draw Points
Draw Fluid

® Draw Mesh
Draw Basis
Draw Springs
Draw Contacts

Draw Joints

Reset Scene
® |acobi

LDLT

PCG (CPU)

PCG (GPU)
Num Substeps 4
Num Outer Iterations 30
Num Inner Iterations 20
Gravity X 0
Gravity Y -10
Gravity Z 0
Radius 0.15
Solid Radius 0.150
Fluid Radius 0.000
SOR 1.00
Geometric Stiffness  1.000

Particle Count: 0

Diffuse Count: 0

Shape Match Count: 0
Rigid Body Count: 6500
Rigid Shape Count: 9500
Rigid Joint Count: 12000
Spring Count: 0

Tetra Count: 0

Num Substeps: 4

Num Iterations: 30

Device: TITAN X (Pascal)







Imitation Learning




ANNOUNCING ISAAC OPEN SDK

KAYA (Nano) CARTER (Xavier) LINK (Multi Xavier)

rd g &

: \} <

: . d
JETSON NANO JETSON TX2 JETSON AGX XAVIER

Isaac Robot Engine Isaac Sim Isaac Gym

Isaac Robot Engine - Modular robot framework | Isaac Sim - Virtual robotics laboratory
Isaac Gym - Reinforcement learning simulator | Isaac Robot Apps - Kaya, Carter and Link
Available at developer.nvidia.com/isaac-sdk



NVIDIA AGX

Family of Systems for
Embedded Al HPC

Self-driving cars
Robotics

Smart Cities
Healthcare




JETSON XAVIER

for Autonomous Machines

Al Server Performance in 30W ¢ 15W « 10W
512 Volta CUDA Cores ¢ 2x NVDLA

8 core CPU

32 DL TOPS

developr.nvidia.com/jetson-xavier




XAVIER DLA
NOW OPEN SOURCE

WWW.NVDLA.ORG







VialAU

viainu e

. i B
COMPUTATIONAL

3 million labeled images

1 DGX-1 trains 300k labeled images on 1 DNN in 1 day
10 DNNs required for self-driving

10 parallel experiments at all times

100 DGX-1 per car
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https://www.nvidia.com/content/dam/en-zz/Solutions/self-driving-cars/safety-report/NVIDIA-Self-Driving-Safety-Report-2018.pdf

DRIVE CONSTELLATION

Runs DRIVE Sim Simulator

Hardware in the Loop System Level Simulator
Simulate Rare and Difficult Conditions
Scalable Platform | Data Center Solution

Timing Accurate and Bit Accurate




RESOLUTIONDEPENDENCY
INFERENCEPART-OF -SPEECH

NORMALIZATIUNMACHINE TAGGINGQUESTION
ﬁs”\'GSEMANmEXTRAGTIUNLANGUAGE

RECOONTONCSGE o — =1 D I
S5 — \'| H B3
E%cz%%%_lm Z2ESE=
=EESE5 =S E283
SSESES m CLASSIFICATIONWORD S R =

SUPETACGNOLONIONE > SYATOCOMPLFICATIONSTANGE
= GANALYSISSHALLUWPARSlNGCO REFERENCE
LNKNGERAMNATICALI™SpEEcr D TONE TN
RECOGNITIONNATURAL CORRECTIONINFORMATION

LEARNINGMULTI-MODALNAMED






Detection Planning

b S
X X

OOO

Acceleration Assimilation

> | 4
W AR

Enhancement Parametrization

\‘f

-
-
I\

Prediction Augmentation
L 4

- LY

-

A A

Monitor Environmental Change

drought flooding deforestation urbanification melting glaciers sea-level change



Detection Planning

X
X X

OOO

Acceleration Assimilation

U
- AR

1h
Enhancement Parametrization

Prediction Augmentation

-2\ & M

Optimize Disaster Planning




Detection Planning

x& x Use Inpainting to Repair Damaged GOES-17 Observations

_{"‘1«

,

Acceleration Assimilation

> 14
" AR

4

th
Enhancement Pparametrization

B

Prediction Augmentation




TRAIN AN ALGORITHM TO EXAMINE EVERY PIXEL




THE FOUR FUNDAMENTAL FORCES OF THE UNIVERSE

Weak Nuclear Force

tons into neutrons

@

Forming atoms and molecules

@bhilburn

Generating light

Gravity

Binding protons in atomic nuclei

Breaking the bond



https://github.com/rapidsai/cusignal

TWO FUNDAMENTAL NEEDS

/ Fast filtering, FFTs, correlations, convolutions, resampling, etc to
process increasingly larger bandwidths of signals at increasingly fast
rates and do increasingly cool stuff we couldn’t do before

Artificial Intelligence techniques applied to spectrum sensing, signal
identification, spectrum collaboration, and anomaly detection

56 NVIDIA.





https://blogs.nvidia.com/blog/2019/11/07/nasa-rapids-air-quality-forecasts/

National Aeronautics and Space Administration @

XGBoost for simulating atmospheric chemistry

Comparison of XGBoost training time (data set = 44 GB)

10853

10% E

=

o
w
1

Training time [s]

=

o
N
1

10* -

1 CPU

2 CPU

4 CPU

8 CPU
16 CPU
32 CPU
64 CPU
128 CPU
256 CPU
512 CPU
1 GPU

1024 CPU

5
s <3
5
2 NVIDIA

Global Modeling and Assimilation Office .
G MAO gmao.gsfc.nasa.gov christoph.a.keller@nasa.gov




Al-ASSISTED ANNOTATION

Bomroe Duwe Caoo Qocou e & e v B Il Howest @ (0 60 0 WIS B 100 @ KE 2§ oo Ll 38§ nwson 36 85 seprmin »




CLARA Al TOOLKIT

Build, Manage And Deploy Al Applications For Radiology

‘ ﬂ: PRy

PRE-TRAINED " AI-ASSISTED © TRANSFER Al
MODELS ANNOTATION LEARNING  DEPLOYMENT

' L".‘ ‘1[/-‘/‘ . ~ \

—_—

Al-Assisted Annotation - Hours to Minutes | 10x Less Training Data Needed | 13 Pre-Trained Models
Reference Training and Deployment Pipelines | Available at developer.nvidia.com/clara



End to End NVIDIA Deep Learning Workflow

Pre-Trained models * Annotation Assistant * Training & adaptation * Applications ready to integrate with
Clara Platform

Ai Assisted Annotation SDK

‘
LT NVIDIA ,
“ TensorRT"
[
@
NV Pre-trained Clinic Data Adaptation New Model TensorRT Clara SDK

Model

61 <A NVIDIA.



CONVERGENCE OF HPC AND Al

Integrating the Third and Fourth Pillars of Scientific Discovery

HPC Al

40+ years of algorithms New algorithms and models

based on first principles with potential to increase
theory model size and accuracy

Dramatically Improves Accuracy and /or Time-to-Solution at Large Scale

006000

Commercially Improve or validate the Clinically viable Understanding Climate/weather
viable fusion Standard Model of - L. cosmological dark forecasts with ultra-
. precision medicine PR
energy Physics energy and matter high fidelity 62 <ANVIDIA.



EXASCALE Al FOR
CLIMATE PREDICTION

The ability to accurately predict the path of extreme e T -~ a T —
weather systems can save lives and safeguard global

economies. Researchers at Lawrence Berkeley National
Laboratory used a climate dataset on the Summit ‘ P od ’ ! ,
supercomputer with NVIDIA Volta Tensor Core GPUs i & A 21y
to train a deep neural network to identify extreme ' |

weather patterns from high-resolution climate ) ' |
simulations. They achieved a performance ey ! | A
of 1.13 exaflops, the fastest : o k - o ’
deep learning algorithm .
reported.

SANVIDIA. |~ - : ]

BERKELEY LAB . 1 ' %

120°W  60*'W

60°E 1207E

Pictured: high-quality segmentation results produced by deep learning on climate datasets.
Image credit: NERSC



FIVE ROADS TO GPU COMPUTING

GPU Libraries CUDA DEEP LEARNING




PURPOSE-BUILT Al SUPERCOMPUTERS

NGC DL SOFTWARE STACK

COMTAMERZED AFFLICATION

+ + DEFP LERRHING &FFLICATIIHE

3

HNVIDIA DGX SOFTWARE STACK } l : |

E

» Universal SW for Deep Learning

» Predictable execution across

platforms The Personal

Al Supercomputer
» Pervasive reach

Bt Al WORKSTATION

The Essential
Instrument for Al
Research

Al DATA CENTER
COMTAIK ERIZATION TOOL ; ;
DGX Station DGX-1

The World’s Most Powerful
Al System for the Most
Complex Al Challenges

65

T NVIDLA.



NVIDIA NGC “CELER

\TE

ResNet-50 for Classification

©

Caffe | FP16, INT8

Publisher
NVIDIA

Training Framework

Description

Lorem ipsum dolor Sit amet, consecte
ornare molestie tortor, sed eleifend ni

Labels

TensorFlow | FP16, INTE

RIPTS

Application

Classification

Inference Framework

TensorRT

ipiscing elit. Nam viverra volutpat ipsum dign
ulputate vel. Sed semper ornare lacinia.

Version

4.04

Model Format

TRTPlan

:sim ve egestas

Modified

GPU Model
v100




GET STARTED WITH NGC

EANVIDIA NGC | ACCELERATED SOFTWARE

3] What are you interested in working on?

Deploy containers:

=l ¢ L —

Learn more about NGC offering:

= . . T Technical information:

MEDICAL IMAGING SMART CITIES VISUALIZATION INFRASTRUCTURE

67 NVIDIA.



RAPIDS

RAPIDS is a set of open source libraries for GPU accelerating
data preparation and machine learning.

0SS website:

Data Preparation —_— Model Training

Data Preparation Machine Learning Graph Analytics

>>> Apache GPU Memory
Arrow



rapids.ai

(@Z NVIDIA DEVELOPER COMPUTEWORKS GAMEWORKS  JETPACK  DESIGNWORKS DRIVE Q  Join Login

NVIDIA SDK

The Essential Resource for GPU Developers

GAME
DEVELOPMENT

NVIDIA GameWorks™
Advanced simulation.and rendering,

VIRTUAL REALITY
NVIDIA VRWorks™
A comprehensive SDK for VR

AUTONOMOUS
VEHICLES

NVIDIA DRIVE Platform
Deep learning, HD mapping and

DEEP LEARNING

Deep Learning SDK
High-performance tools and
headsets, games andiprofgssional

libraries for dee?jfe"a'ming'.;;
g e

supercomputingisolutions, from applications

technology for game development =
ADAS to fully autopomogg\' BV

SMART CITIES
NVIDIA Metropolis

Edge-to-cloud development p orm
3

AUTONOMOUS
MACHINES

NVIDIA JetPack™
Powering breakthroughs i

DESIGN &
VISUALIZATION

NVIDIA DesignWorks™

Tools and technologies to create il

ACCELERATED
COMPUTING

NVIDIA ComputeWorks

Everything scientists and engineers for s;nart cities

need to build GPU-accel_er.ated
applications 3

autonomous machis

embedded computing




NVIDIA DGX-2

2 PFLOPS | 512GBHBM2 | 10 kW | 350 lbs



JETSON NANO DEVKIT & XAVIER NX SOM

Up to 21 DL TOPS (15w) | NX: 8 GB Memory | 45x70mm

CUDA-X acceleration stack | High-resolution sensor support ’{uns all CUDA-X Al models

NX available from nvidia.com and distributors worldwide in March 2020



DEEPSTREAM ON JETSON NANO
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JETSON DEVELOPER KIT

developer.nvidia.com/
buy-jetson

JETSON - START NOW

Two Days to a Demo

TWO DAYS TO A DEMO

developer.nvidia.com/
embedded/twodaystoademo

DEEP
LEARNING
NVIDIA. INSTITUTE

DEEP LEARNING INSTITUTE

nvidia.com/DLI

. " S
Sivw Up To $240 OFf Rugulae Rates m@’
Through Aed 5. 4 et

THE POWER OF GTC

& &

GTC

gputechconf.com



NVIDIA DEEP LEARNING
INSTITUTE

www.nvidia.co.uk/dlilabs

www.nvidia.co.uk/dli

www.nvidia.com/dli
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* TensorFlow PYTORCH

Fundamentals

Intelligent Video

Analytics

Finance

Autonomous Vehicles
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Game Development &

Robotics Digital Content

Accelerated Computing Virtual Reality
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<A NVIDIA

GPU
TECHNOLOGY
CONFERENCE

March 22-26, 2020 | San Jose, CA

Y, ’ .»/' -

-

el
CONNECT LEARN DISCOVER INNOVATE
Connect with experts from Gain insight and valuable See how GPU technologies Explore disruptive
NVIDIA, GE Healthcare, NSF hands-on training through are creating amazing innovations that can
Carnegie Mellon, Google, and over 100 sessions breakthroughs in important transform your work
other leading organizations fields such as deep learning

Don’t miss the premier Al conference.
nvidia.com/en-us/gtc/



https://www.nvidia.com/en-us/gtc-dc/

<A NVIDIA.

alowndes@nvidia.com



