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https://semiengineering.com/the-future-of-gpus/

https://semiengineering.com/the-future-of-gpus/


www.FrontierDevelopmentLab.org
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SELECTING THE RIGHT GPU SOLUTION
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NVIDIA CUDA-X AI ECOSYSTEM

FRAMEWORKS CLOUD DEPLOYMENT

Workstation CloudServer

DA GRAPH DL TRAINML DL INFERENCE

Amazon
SageMaker

Serving

Amazon

SageMaker Neo

Google
Cloud ML

CUDA-X AI

CUDA

Azure Machine Learning
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AI == CODE



Definitions



NETWORK COMPLEXITY IS EXPLODING



NVIDIA RESEARCH

CNN Image Inpainting Progressive GANNoise-to-Noise Denoising

RTX NVSwitch CuDNN
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NVIDIA ROBOTICS 
RESEARCH LAB SEATTLE

Drive breakthrough robotics research 
to enable the next-generation of 
robots that safely work alongside 
humans, transforming industries such 
as manufacturing, logistics, 
healthcare, and more



DEX-Pilot teleoperation VIDEO



• Insert A04 video
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THE RISE OF GPU COMPUTING
Big Data Needs Algorithms and Compute That Scales

1980 1990 2000 2010 2020

Original data up to the year 2010 collected and plotted by M. Horowitz, 

F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten New plot and data collected for 2010-2015 by K. Rupp

103

105

107

1.5X per year

END OF MOORE’S LAW

Single-threaded perf

GPU-Computing perf

1.5X per year

1.1X per year

CPU vs. GPU
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BUILDING AN AI MODEL

AI MODELFEATURES DEPLOYMENTDATA

DATA

ANALYTICS
MACHINE

LEARNING

MODEL

VALIDATION

NEW DATA
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BUILDING AN AI PRODUCT

SENSORS

PERCEIVE REASON

PLAN

DATA

DATA

ANALYTICS

MACHINE 

LEARNING
AI MODEL

VALIDATION
ACTUATORSAI MODEL
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HARNESSING 
AI

Step I: Build a data fabric for your organization

Step II: Define your objective

Step III: Hire the right talent

Step IV: Identify key processes to augment with AI

Step V: Create a sandbox lab environment

Step VI: Operationalize successful pilots

Step VII: Scale up for enterprise-wide adoption

Step VIII: Drive cultural change



https://arxiv.org/pdf/1909.13371.pdf

https://arxiv.org/pdf/1909.13371.pdf
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Reconstructed

image

Image

compressed image code 

(vector z)

“Autoencoder”

[e.g., Hinton & Salakhutdinov, Science 2006]

Representation Learning

Slide by Alexei A Efros
Aug 2017, NVIDIA
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𝒇(𝒙)

𝒙1

𝒙2

𝒙3

𝒙4

𝒙5

𝒙6

inputs

𝒚𝟏

𝒚𝟐

𝒚𝟑

𝒚𝟒

𝒚𝟓

𝒚𝟔

outputs

0

0

0

0

0

1

1

1

1

1

High dimensional x,y
Hierarchical
Millions of parameters

Supervised
Deep 

Learning

Find 𝒇, given 𝒙 and 𝒚

𝒙 𝒚
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tgr strp
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tiger stripe
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Black & Orange



27



28Thorsten Spoerlein / Getty
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TRAINING VS INFERENCE
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Types of ML/DL
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ARCHITECTURES

Larger image: http://www.asimovinstitute.org/neural-network-zoo/



www.Robust.ai

Gray Marcus, Rodney Brooks, Steven Pinker et al

http://www.robust.ai/
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POET



REINFORCEMENT LEARNING 
“from our own mistakes”
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DEEPMIND ALPHA*

* ..a deeply structured hybrid (Gary Marcus, Jan 2018)
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ROBOTS

THINK / 
REASON

SENSE / 
PERCEIVE

ACT
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Imitation Learning
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ANNOUNCING ISAAC OPEN SDK

Isaac Robot Engine – Modular robot framework  |  Isaac Sim - Virtual robotics laboratory 

Isaac Gym – Reinforcement learning simulator  |  Isaac Robot Apps – Kaya, Carter and Link

Available at developer.nvidia.com/isaac-sdk

CARTER (Xavier)KAYA (Nano) LINK (Multi Xavier)

JETSON NANO

ISAAC OPEN TOOLBOX

Sensor and 
Actuator Drivers Core Libraries GEMS Reference DNN Tools

CUDA-X

Isaac Robot Engine

JETSON TX2 JETSON AGX XAVIER

Isaac Sim Isaac Gym
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NVIDIA AGX
Family of Systems for
Embedded AI HPC

Self-driving cars

Robotics

Smart Cities

Healthcare
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developr.nvidia.com/jetson-xavier

JETSON XAVIER
for Autonomous Machines

AI Server Performance in 30W  15W  10W

512 Volta CUDA Cores  2x NVDLA

8 core CPU

32 DL TOPS
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XAVIER DLA
NOW OPEN SOURCE

Command Interface

Tensor Execution Micro-controller

Memory Interface

Input DMA

(Activations 

and Weights)

Unified

512KB 

Input

Buffer

Activations 

and 

Weights

Sparse Weight 

Decompression

Native 

Winograd

Input

Transform

MAC

Array

2048 Int8

or

1024 Int16

or

1024 FP16

Output 

Accumulators

Output 

Postprocess

or

(Activation 

Function, 

Pooling 

etc.)

Output 

DMA

WWW.NVDLA.ORG
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A massive Deep Learning challenge



46

COMPUTATIONAL SCALE REQUIRED
3 million labeled images

1 DGX-1 trains 300k labeled images on 1 DNN in 1 day
10 DNNs required for self-driving

10 parallel experiments at all times
100 DGX-1 per car
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http://bit.ly/NVSafetyReport

https://www.nvidia.com/content/dam/en-zz/Solutions/self-driving-cars/safety-report/NVIDIA-Self-Driving-Safety-Report-2018.pdf
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DRIVE CONSTELLATION

Runs DRIVE Sim Simulator

Hardware in the Loop System Level Simulator

Simulate Rare and Difficult Conditions

Scalable Platform | Data Center Solution

Timing Accurate and Bit Accurate 

Virtual Reality AV Simulator
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REVOLUTIONIZE GRAPHICS WITH DEEP LEARNING
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Detection Planning

Acceleration Assimilation

Enhancement Parametrization

AugmentationPrediction

Monitor Environmental Change

drought  flooding  deforestation  urbanification melting glaciers sea-level change
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Detection Planning

Acceleration Assimilation

Enhancement Parametrization

AugmentationPrediction

Optimize Disaster Planning
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Detection Planning

Acceleration Assimilation

Enhancement Parametrization

AugmentationPrediction

Use Inpainting to Repair Damaged GOES-17 Observations
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@bhilburn

THE FOUR FUNDAMENTAL FORCES OF THE UNIVERSE

https://github.com/rapidsai/cusignal

https://github.com/rapidsai/cusignal
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TWO FUNDAMENTAL NEEDS

Fast filtering, FFTs, correlations, convolutions, resampling, etc to 
process increasingly larger bandwidths of signals at increasingly fast 
rates and do increasingly cool stuff we couldn’t do before

Artificial Intelligence techniques applied to spectrum sensing, signal 
identification, spectrum collaboration, and anomaly detection



https://blogs.nvidia.com/blog/2019/11/07/nasa-rapids-air-quality-forecasts/

https://blogs.nvidia.com/blog/2019/11/07/nasa-rapids-air-quality-forecasts/


Global Modeling and Assimilation Office
gmao.gsfc.nasa.govGMAO

National Aeronautics and Space Administration

XGBoost for simulating atmospheric chemistry

christoph.a.keller@nasa.gov
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AI-ASSISTED ANNOTATION
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TRANSFER

LEARNING

CLARA AI TOOLKIT
Build, Manage And Deploy AI Applications For Radiology

AI-Assisted Annotation – Hours to Minutes  |  10x Less Training Data Needed  |  13 Pre-Trained Models

Reference Training and Deployment Pipelines  |  Available at developer.nvidia.com/clara

AI

DEPLOYMENT
PRE-TRAINED 

MODELS
AI-ASSISTED

ANNOTATION
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End to End NVIDIA Deep Learning Workflow
Pre-Trained models * Annotation Assistant * Training & adaptation * Applications ready to integrate with 

Clara Platform
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Integrating the Third and Fourth Pillars of Scientific Discovery

AI
New algorithms and models 

with potential to increase 

model size and accuracy

HPC
40+ years of algorithms 

based on first principles 

theory

Commercially  

viable fusion 

energy

Understanding  

cosmological dark  

energy and matter

Clinically viable  

precision medicine

Improve or validate the 

Standard Model  of 

Physics

Climate/weather  

forecasts with  ultra-

high fidelity

Dramatically Improves Accuracy and /or Time-to-Solution at Large Scale

CONVERGENCE OF HPC AND AI
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EXASCALE AI FOR  
CLIMATE PREDICTION 
The ability to accurately predict the path of extreme 

weather systems can save lives and safeguard global 

economies. Researchers at Lawrence Berkeley National 

Laboratory used a climate dataset on the Summit 

supercomputer with NVIDIA Volta Tensor Core GPUs 

to train a deep neural network to identify extreme 

weather patterns from high-resolution climate 

simulations. They achieved a performance

of 1.13 exaflops, the fastest

deep learning algorithm

reported.

Pictured: high-quality segmentation results produced by deep learning on climate datasets. 

Image credit: NERSC
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FIVE ROADS TO GPU COMPUTING

GPU Libraries

______________

Drop-in replacement for 

existing libraries

cuBLAS, CUDA Math, 

cuSPARSE, cuRAND, 

cuSOLVER, nvGRAPH, cuDNN, 

cuFFT, Thrust

OPEN-ACC

______________

Comment-based 

directives in

C / C++ / Fortran

Single source code 

parallelization for 

multiple architectures

CUDA

______________

Parallel Programming 

Model for GPUs in C, C++, 

Fortran, Python, MATLAB

Specialized Kernels for 

general purpose GPU

RAPIDS

______________

GPU Acceleration of

Traditional Machine 

Learning

Accelerate Scikit-Learn 

style ML algorithms

DEEP LEARNING

______________

GPU accelerated deep 

learning frameworks

TensorFlow, Pytorch

Build GPU-accelerated 

functions directly 

from data
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PURPOSE-BUILT AI SUPERCOMPUTERS

AI WORKSTATION AI DATA CENTER

Universal SW for Deep Learning

Predictable execution across 
platforms

Pervasive reach

NGC DL SOFTWARE STACK

The Essential 
Instrument for AI 

Research

DGX-1

The Personal 
AI Supercomputer

DGX Station

The World’s Most Powerful 
AI System for the Most 
Complex AI Challenges

DGX-2
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GET STARTED WITH NGC

Deploy containers:

ngc.nvidia.com

Learn more about NGC offering:

nvidia.com/ngc

Technical information:

developer.nvidia.com

Explore the NGC Registry for DL, ML & HPC



RAPIDS

RAPIDS
GPU Accelerated End-to-End Data Science

RAPIDS is a set of open source libraries for GPU accelerating 

data preparation and machine learning.

OSS website:  rapids.ai

GPU Memory

Data Preparation VisualizationModel Training

cuGraph
Graph Analytics

cuML
Machine Learning

cuDF
Data Preparation

rapids.ai


69developer.nvidia.com



2 PFLOPS   |  512GB HBM2  |  10 kW  |  350 lbs

NVIDIA DGX-2
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JETSON NANO DEVKIT & XAVIER NX SOM
Up to 21 DL TOPS (15w) | NX: 8 GB Memory | 45x70mm

CUDA-X acceleration stack  |  High-resolution sensor support  |  Runs all CUDA-X AI models

NX available from nvidia.com and distributors worldwide in March 2020
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DEEPSTREAM ON JETSON NANO
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DEEP LEARNING INSTITUTE

Training  Labs 

Nanodegrees

nvidia.com/DLI

TWO DAYS TO A DEMO

Create your first demo today

developer.nvidia.com/

embedded/twodaystoademo

JETSON DEVELOPER KIT

AGX Xavier Developer Kit $699

Xavier NX software patch

developer.nvidia.com/

buy-jetson

GTC

Largest event for GPU 

developers

gputechconf.com

JETSON - START NOW



Fundamentals

Accelerated Computing

Game Development & 
Digital Content

Finance

NVIDIA DEEP LEARNING 
INSTITUTE

Online self-paced labs and instructor-led 
workshops on deep learning and 
accelerated computing

Take self-paced labs at 
www.nvidia.co.uk/dlilabs

View upcoming workshops and request a 
workshop onsite at www.nvidia.co.uk/dli

Educators can join the University 
Ambassador Program to teach DLI courses 
on campus and access resources. Learn 
more at www.nvidia.com/dli

Intelligent Video 
Analytics

Healthcare

Robotics

Autonomous Vehicles

Virtual Reality
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CONNECT

Connect with experts from 
NVIDIA, GE Healthcare, NSF 
Carnegie Mellon, Google, and 
other leading organizations

LEARN

Gain insight and valuable 
hands-on training through 
over 100 sessions 

DISCOVER

See how GPU technologies 
are creating amazing
breakthroughs in important
fields such as deep learning

INNOVATE

Explore disruptive 
innovations that can 
transform your work

Don’t miss the premier AI conference. 

nvidia.com/en-us/gtc/

Join us | Use VIP code NVALOWNDES for 25% off

March 22-26, 2020 | San Jose, CA 

https://www.nvidia.com/en-us/gtc-dc/
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alowndes@nvidia.com


