Transfer Learning Driven Rapid Change

Detection for Disaster Management

~—— 4

urya S. Durbha
Assoclate Professor

o ;
w=s : (CENTRE OF STUDIES ™0
@E H === ' RESOURCES ENGINEERING
Indian Institute of Technology Bombay

UN-India Disaster Risk Reduction Workshop - March 8-10, 2016 @EHE




Outline
¢ Background

¢ Need for Transfer Learning

¢+ Domain Adaptation methods
- Approach by transfer learning
- Case Study

¢ Results

¢ Conclusions




Floods Earthquake Isunami
(ailan Haii’i nnn

= p A P :
L < ey "m,
h » -~y

J L 14 ~
,‘t,. *5 ..

: _r Catae
& | v i y
- ~g, . &

] . - :
. /
e : -
. . 2 A
13
y 1
_

We maybe
able to
Transfer

prior

knowledge M, En

ey

<
!

T

T G

(1). Change in Spectral (11). Change in Shape (111). Evolution of new clas:
Signature

Contextually it is the same entity, the data distributions will be different. @% =




Background

Post-Disaster data products
+ Basic mapping or background space-map products
+ Rapid damage assessment products

+ Detailed damage assessment products
Techniques

+ An interpretation technique applied to a single post-event
data set;

¢+ Change detection technique using a pre-post image pair
with same sensor/same geometry;

+ Change detection technique using pre- and post-event data
from different sensors.

+ Data fusion with existing pre-event GIS layers and in situ
information




Damage Extent Identification

+ Damage extent identification for
buildings and built-up areas is
relatively straightforward

- e.g., by means of very-high-resolution
(VHR) EO data

¢ In case of Complete collapse
S isible change in shape

> Regular to less regular,

- Minimal shadow effects

+ More challenging for in complete
collapse

¢ Level of destruction assessment is
difficult to do Quickly/Rapidly.




European Macroseismic Scale (EMS)

¢

Grade 1: Negligible to slight damage (no structural
damage, slight non-structural damage)

Grade 2: Moderate damage (slight structural damage,
moderate non-structural damage)

Grade 3: Substantial to heavy damage (moderate structural
damage, heavy non-structural damage)

Grade 4: Very heavy damage (heavy structural damage,
very heavy non-structural damage)

Grade 5: Destruction (very heavy structural damage).
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Studies show that it is difficult to construct an explicit one-
to-one correspondence between the building damage
grades from these and their appearances from remote
sensing data.

To assess different damage grades, varying resolutions of
remote sensing images are analyzed to arrive at the
damage levels.

As a result several lower damage grades are aggregated

as one grade for building damage classification in
practice
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http://irevolutions.org/2016/02/09/how-close/

Mostly useful for
complete collapse
assessment

Could be more
useful In
assessing
structural
building
damage




A possible Scale

Class name short description

totally collapsed the building is totally destroyed and only debris are visible

first or mid-story collapsed | the building is collapsed, but the roof is totally or mostly untouched (“pancake” effect)
damaged roof (most of) the walls are standing, but (most of) the roof is damaged

lightly damaged roof the walls are standing, and a minor part of the roof is damaged

light damage no visual change in the building roof, but debris are close to the walls

Fabio Dell’Acqua and Paolo Gamba (2012), Proceedings of IEEE,

This Is what we can usually map using EO data Csr= 5



Problem: Paucity of Labeled samples after
disaster

+ Change detection studies use continuouslv
updated information to update faiaie i
and the maps that are producec&iilsfile e

+ Normally, after a disaster the la optimal models
~classes evolve into classes whos J’Ega;l;:s?fs?chuesed
’4‘d!StnbUtlon may not be samg disaster affected

~ disaster. e
- The two domainsg
land- cover

¢ Paucityof training samples due to
- Inaccessibility of the terrain

> It Is dangerous to venture into the disaster affected éerritor
SR= (&)
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Crowdsource Mapping

¢ Crowdsourcing for mapping purposes requires the
distribution of data to a restricted group or even to the
general public, and this raises major issues with respect to
timeliness and cost.

¢ practical results of this effort are questionable as for their
accuracy, and certainly may not be worth the cost.

¢ Unless a commonly agreed scale is defined, and hopefully
completed with many visual examples, the collaborative
approach has big chances to be less conclusive than a single
expert’ s (or expert pool’ s) analysis.

+ However, it can give valuable Training samples for
automated classification!

¢ For the proposed approach few accurate or pure samples
are enough to run the TL-based classifier.
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Online volunteers map Philippines after
typhoon Haiyan

Humanitarian OpenStreetMap Team coordinates mapping effort
after enormous storm devastated country

Alex Hern
theguardian.com, Friday 15 Movember 2013 10.32 GMT
] Jump to comments (5)
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Tacloban City, on OpenStreetMap, after the typhoon hit. Photograph: /OpenStreetMap
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About The Tasking Manager Login

Coordinate Efforts Log In using your Opensirestitap account »
OpenStreetMap has been shawn to be an efective collection mechanism for

infrastructure data On thng that i lacking i the abiity to coordinate warkers

surveying i the fekd ar warking remetely. The goal of the OpanStreetidap
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Take the Tour

Designed and built for the Humanitarian OpenStreethlap Tea
sponsorship fram the Austrakia-Indonesia Facilty for Disaste
the about page for compiete information

Fork the eo

OSM Tasking Manager

Find ajob.

AllJobs  WFeatured Jobs iy Jobs

Map all streets, waterways and buildings @ Vacariate 2%
of San Jose de Trozo #

Quiapo Church's Disaster Management Ministry is implementing a disaster
response and coordination project within the parish' jurisdiction. Help us by
improving the coverage in OSM.

3 hours, 10 minutes

More than 700 volunteers have collaborated to provide rescue workers
with high guality maps of areas in the Philippines hit by typhoon Haiyan.

Working on OpenStreetMap, a collaboratively created map of the world —
like Wikipedia, but for cartographers — the volunteers have made over
1.5m changes, providing information for humanitarian aid workers on the
ground and updating maps to reflect damage from the storm.

The work is co-ordinated by the Humanitarian OpenStreetMap Team
(HOT), a volunteer group which lets disaster relief workers set tasks for
mapmakers at home. Users who want to help out can log-in to the tasking
manager, where they are presented with a list of requests from the team.

Most of these are as simple as tracing the road network of an affected
area from pre-existing satellite imagery. One asks users to trace the

Lira/Red %ss » 7%
New job, wi better sized task

Help the Red Cross prepare for disasters by mapping the city of Lira in
northern Uganda. The resulting maps will be complemented by on-the-ground
data collection by Red Cross volunteers and affected communities. We'll use

this map to mitigating the spread of fires and the Impact of floods and reduce
the number of lives lost to traffic accidents

2 hours, 32 minutes

Help Map Iran after earthauake % 51%

Yyou want to work on_

Designed and buit for the Humanitarian OpenStreetMap Team with intial
sponsorship from the Australia-ndonesia Facility for Disaster Reduction. See
the about page for complete information.

Fork the code on github.
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+angd Campaigns | Super Typhoon Haiyan

Super Typhoon Halyan made landfall in the Philippines late
last week. The storm was one of the strongest ever recorded
and devastated thousands. Help us map damage caused by
the storm.

Destroyed Residential Area

Help us tag..

estruction! Damaged Residence ~ Damaged Road/Bridge

debris

Damaged Large Build...

How it Works  Contact Us
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Reuse what is already learned?

¢ Reduce the need and effort to collect labeled
samples again

¢ Reuse the already available information on
Images acquired on the area of interest (source
domain) to classify new images acquired on the
area of interest (target domain).

¢ Transfer learning enables to develop models
(using small training sample sizes) that can
incorporate prior knowledge and adapt it to a
new related domain or scenario thus facilitating
the rapid retrieval of the affected areas.




Transfer Learning

* Humans always use past knowledge — What
knowledge is relevant? — How can it be effectlvely
leveraged?

“Transfer [learning] is a sequential process
that influences the

performance of learning through the reuse
of structured knowledge [collected on
previous tasks] and improves the behavior
of the agent on new related tasks.”

Pat Langley (Workshop on Structural Knowledge Transfer for Machine Learning,
ICML 2006)

Given a source domain Ds and learning task T, a target domain Dy and learning task
[, transter learning aims to help improve the learning of the target predictive
function f7(*) in Dy using the knowledge in the D and Dy, where Dg # Dy, or

T .+ T, Csr= 5




training items

Traditional ML vs. TL

(P. Langley 06)

Traditional ML in
multiple domains

€ =€
€ =€

o
1
o

Humans can learn in many domains.

test items

training items
test items

Transfer of learning
across domains

Humans can also transfer from one
domain to other domains.
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Traditional ML vs. TL

Learning Process of Learning Process of
Traditional ML Transfer Learning
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Transfer Learning in RS applications

Agriculture ‘

Learning new models

. o based on transferring

o | = - prior knowledge of

I st vt similar classes

ol W between closely

) o - related tasks or

« = B=E7 domains

g ol : Water + agriculture
== | +..+= could become
%hm a flooded agriculture
- class
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Closely related domain adaptation

Domain 1 Domain 2 Domain 3 Domain N
{e. g. Coastal) (e.g. Agriculture) (e.g. Forestry)
Class 1 Class 1 Class 1 Class 1
Class 2 Class 2 Class 2 Class 2
Class 3 Class 3 Class 3 Class 3
Class n Class n Classn Class n
W o ! vy
'

Closely related domain adaptation

Adapting and transferring knowledge from closely related source domains for
enhanced classification using limited number of training samples from target
domain.




What, When, How?

+ what to transfer’ :i::m A
- refers to the kind of entities [Swanes | g
that are transferred between Eanthquake hit -wrban area | |
tasks; puldnes ! g_,.m..wm
+ 'when to transfer’ == o

- depends upon the amount of
prior knowledge that is shared
between tasks and should be
carefully selected to avoid
negative transfer.

¢ 'how to transfer’ .

- what part of the knowledge
that is being transferred.




Instance, Features, Parameters based
Transfer

+ Instance-based Transfer Learning

- Part of the labeled data in the source domain can be
reused In the target domain after re-weighting

+ Feature-based Transfer Learning Approaches

- When source and target domains only have some
overlapping features (lots of features only have
support in either the source or the target domain)

+ Parameters-based Transfer Learning
Approaches
o A well-trained model 8. has learned a lot of structure. If

two tasks are related, this structure can be transferred to learn
0,

(%
SR= (&)
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Domain Adaptation (DA) Approaches

+ One of the main aspects in knowledge transfer approaches is to
identify a weighting parameter or similarity measure among
different domains and use this measure as a regularizer (or)
parameter to facilitate labeling in the target domain.

¢ Because of the distributional differences among source and target
domains using this weighing parameter / similarity metric
enforces a better performance on the target classifier.




Instance based Knowledge Transfer

Given a training dataset{x , yx }»—, Where input data x; ER™and its corresponding output
vr € R and class labels y, € {1, —1}
The function to learn i1s

H(x) =
w.p(x)+ b (1)

¢(x)is used to map the input samples to a high dimensional feature space through a
kernel function. To find the model parameters w, b

p 1 2 C
minyp | lwl|” + >3k [y —w.¢(x) — bJ? 2)
Where, “C’ 1s a control parameter for the size of the margin.

The adaptation of this formulation to constrain a new model (e.g. Flooded urban areas)to
be close to the pre-trained models 1s possible by [6]

miny, 3 [l = Bw'I|” + S0, [y — w. ¢ () — b 3)

Where w'is related to the old model and £ is a scaling factor that controls the degree to
which a new model is close to the older one and produces the best prior knowledge mode
and that can be used for model adaptation @

SR= (&)




Domain Adaptation Method ...

2. Find the relevameibetwe'e’n‘domains
Feature Y

Source domains

fi

— fz

: Base classifiers Target; Domain

Source
Domain

Target
Domain

v

Feature X

1. Build each class
(Domain) classifier

decision value

Target Domain

—




Domain adaptation approach, distribution difference

Target
Domain

v

Source
Domain

Feature Y

Feature X

» Choosing a parameter(s), that identifies this relationship.
» This parameter(s) can enforce regularization during the

learning process.
Csr= 5



Urban Earthqguakes

Source Domain Target Domain
- Buildings, Roads Affected Buildings

Source domains: Buildings, Roads.

Target Domain: Earthquake affected buildings.
Negative samples used: Trees, Shadows (Clutter).
Number of samples: Buildings (252),

Roads (81),
Earthquake regions(100)
Clutter (227)

Features used: Texture (GLCM and Wavelets) > N
Color @EF‘E (Z)



Urban Earthquakes: Dataset
+ Haiti Earthquake on 12t January 2010

o Extent
o (-72.363485°W to -72.296249°E) Longitude

o (18.566070°N to 18.501935°S) Latitude
¢ Geo-Eye-1 (0.46 m —spatial resolution)

.
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Urban Earthquakes: Results

Source Domain

Classifiers

Buildings
/ )
S BRSSP

Roads Many unlabeled samples

« The accuracy results are evaluated on different combination of base
classifiers and the semi-labels for the domain adaptation classifier.
« The different base classifiers are obtained when SVM is trained by
* Only source domain samples
* Only available target samples
« Both source domains and the available target samples




Urban Earthquakes: Results

*

Case I: Estimation of unlabeled Target domain samples from the
labeled target samples

The features used in this adaptation process are both Wavelets
and GLCM.

Average accuracy
o values of SVM
= classifiers in
i estimating unlabeled
T o o target samples is 56
0.02- N %
. %ﬁ} %ﬁ%} %@@\%} ﬁ@&

Number of Target Samples




Three ways in which transfer might improve

learning

¢ Jumpstart: initial performance achievable on the target task
IS much better

¢ Higher slope: shorter amount of time needed to fully learn
the target task

¢ Asymptotic

Performance: in the long run, the final

performance level achievable over the target task may be
higher compared to the final level without transfer

performance

high fot
higher slope 9 erasfrmpne

------ with transfer
— Without transfer

higher start

. o,
training @snz o)




Urban Earthquakes: Results

e Case Il: Estimation of unlabeled Target domain samples from
the labeled target samples vs DA approach, when base
classifiers are trained by both source domain samples and the
labeled target samples

¢ Wavelet features are considered . SVM is learned using

only the labeled target
R — samples.
£ - DA is done by using
— base classifiers
e / trained  from  both
T Pomen Adseiien source domain and
"o o o s s s »  labeled target data

Number of Target Samples

Accuracy values for increase in sample size for learning in DA
approach (red line) @sn— 5y




Urban Earthquakes: Results

o Caselll: Estimation of unlabeled Target domain samples from
source domain samples and the labeled target samples vs DA
approach, when base classifiers are trained by source domain
samples and the labeled target samples  Accuracy values for

¢ GLCM features are considered increase in sample
size for learning In

DA approach. SVM
/// learned by source
domain and labeled
»/'/‘/;/'/’/‘ target samples and
< Domain Adepation DA by using base
classifiers trained

Samples_2 | Samples_4 | Samples_8 ISampIes_lOISampIes_lZISampIes_15ISampIes_20I
from both source
domain and labeled

Accuracy Values

Number of Target Samples

target >,
d Csr= &
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Accuracy Values

Urban Earthquakes: Results

Case IV: Estimation of unlabeled Target domain samples from
source domain samples vs DA approach, when base classifiers
are trained by source domain samples and the labeled target

samples

Features used here are cofor and wavelet features

0.8 1
0.75 -
0.7
0:65 7
0.6 -
0.55 -
0.5 A
0.45 -
0.4 -
0.35 -

0.3

—&— Domain Adaptation

Samples_2 Samples_4 Samples 8 Samples_10Samples_12Samples_15Samples_20

Number of Target Samples

Accuracies of DA approach
when color and wavelet
features are considered anc
the base classifiers are
trained from both source
domain and labeled target
samples.
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Csr= &
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Urban Earthquakes: Results
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Conclusions

+ Natural Disasters are a regular phenomenon in
the India

- several efforts are underway to use remote sensing
technology for DSS

- This work directly augments these activities through the
development of a novel, state of the art methodology for
rapid disaster assessment activities.

¢ The results of the work can be readily
Incorporated into operational disaster
management activities that would give time
sensitive information of the affected areas
through classified maps.
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Conclusions (contd.)

¢ The proposed approach can be used to update
dynamic GIS databases more quickly than
normally possible using traditional change
detection techniques.

¢ The proposed approach can be scaled to
various change detection problems also such
as:
- urban sprawl analysis, Harmful Algal blooms detection,

chemical /oil spills, Translating thematic information
from one classification system to another, etc.
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Notation

Domain:

It consists of two components: A feature space ¢, a marginal distribution
P(X), where X ={ri.29,....00,} € X

In general, if two domains are different, then they may have different feature spaces

or different marginal distributions.

Task: Y i

Given a specific domain and lal¥i: Where v € Veach  in the domain, to

predict its corresponding label

Il "nANnAraAa | ifF A FAanl/e AvAa A FFAvrAant HhhAan Ay
! 3 ‘nay have different label spaces or
P(Y|X). where Y = {y,. ...y} and g, € Y Y P

airrerent conairtonal aistriputions




Notation

For simplicity, we only consider at most two domains and two tasks.

Source domain:

P(Xs), where Xg = {xs,. 15, ..., x5, } € Xs
-Task in the source domain:
‘ P(Ys|Xg), where Ys = {us,, ys,. .... '.'TJSH.,S}' and ys. € Vs
Target domain:
P(Xr)., where X1 = {:I.'Tl. Ty, - T, } c Xt

Task in the target domain
P(Yr|Xr), where Yr = {yr,, yry, ..., ur,, } and yr, € Vr
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